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Abstract

The high-pressure mass spectrometric technique (HPMS) can provide detailed gas-phase thermochemical data including free energies,
enthalpies, and entropies for various ion-molecule reactions. Several problems related to accuracy of the HPMS method have been previously
identified. These problems in addition to accuracy of ion source temperature measurement and control were considered in our attempt to
construct an overall HPMS experiment that would lead to an improved accuracy in the derived thermochemical data. Design of the new ion
s constructed
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ource together with other construction details of our HPMS apparatus are described in this paper. The performance of the newly
igh-pressure mass spectrometer was evaluated by studying the thermochemistry of stepwise hydration of chlorine anion in the
ensity functional theory calculations were performed to aid in choosing appropriate experimental conditions. The experimental and

esults exhibit non-monotonic trends in stepwise enthalpies and entropies of chloride ion hydration that are in disagreement with
f previous HPMS studies. Detailed analysis of HPMS experimental errors is given in an attempt to explain the discrepancies.
2004 Elsevier B.V. All rights reserved.
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. Introduction

A detailed knowledge of the fundamental manner in which
ons and molecules are solvated in aqueous media is re-
uired for an understanding of numerous natural processes.

on-molecule clustering reactions in the gas phase are di-
ect analogs to ionic solvation in a fluid. In addition, the
hermochemistry of stepwise solvation reactions can be used
irectly in the construction of solvation theories and in the
evelopment of interaction potentials for molecular dynam-

cs simulations. The high-pressure mass spectrometric tech-
ique (HPMS) can provide accurate gas-phase thermochem-

cal data including free energies, enthalpies, and entropies
or various ion-molecule reactions. A number of previously
dentified problems in the use of HPMS to generate accurate
hermochemical data have been considered in this attempt to
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construct an HPMS apparatus that would potentially gen
the most accurate thermochemical quantities to date.

The pulsed-electron high-pressure mass spectrom
technique was originally developed by Paul Kebarle
coworkers using alpha-particle sources in the 1960s an
tled into a successful workable design in the early 19
with continual improvements in the following years. A co
prehensive introduction to HPMS and the history of its
velopment is given in Ref.[1]. Our implementation of th
HPMS technique explicitly builds upon other successfu
signs from the groups of Hiraoka et al.[2] and McMahon
and coworkers[3]. Several areas of potentially important i
provement were identified in these early instruments cen
mostly on the ability to unambiguously define the temp
ture in the reaction chamber. A simple analysis of error
sociated with quantities such as the change in enthalp
entropy that are implicitly derived via derivatives of measu
ionic ratios with respect to temperature is given in the foll
ing sections. It is shown that strict knowledge and contro
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temperature is required in order to obtain even reasonably
accurate values for these quantities. Kebarle and Hiraoka
[4] noted the importance of a sufficiently high vacuum in
the source chamber to minimize undesirable competing re-
actions, including collision-induced dissociation (CID). The
current implementation of the HPMS technique was devel-
oped with these and other concerns in mind.

2. Construction details of HPMS apparatus

2.1. Overall layout of the HPMS experiment

The overall layout of our HPMS setup is shown inFig. 1.
Samples are prepared in the gas-handling plant by injecting
the gas(es) or liquid(s) of interest with a calibrated syringe
into a 5 L glass mixing bulb containing a carrier gas, gener-
ally methane. After sufficient equilibration time, the mixture
is allowed to flow through the ion source. Alternatively, liq-
uid samples may be introduced directly into the controlled
methane flow with a syringe pump fitted through a septum
port. This method is less accurate in terms of known sam-
ple concentrations in methane, but is easier to use. Ions are
produced in the high-pressure ion source by a 4 kV electron
beam irradiation. The physical conditions and behavior of
ions in the ion source are considered in detail in Ref.[5]. The
i ion
o slit,
u alysis
s

The ions first enter the electrostatic analyzer (ESA) that
performs energy filtering. Following the ESA, the monoen-
ergetic ion beam enters the magnetic field that performs mo-
mentum filtering. Ions are detected by electron multipliers.
The fitted analog multiplier outputs a signal proportional to
the impeding ion current and the digital multiplier outputs
pulses proportional to each detected ion, thus allowing for
discrete ion counting. The analog multiplier is used to ac-
quire overall mass spectra, whereas the digital multiplier is
used in pulsing experiments to follow reaction kinetics and
the approach to equilibrium.

Equilibrium studies were performed in the pulsing mode
of operation. The electron beam is gated by short pulses from
a master pulse generator through an optically isolated floating
pulse amplifier. The electron beam pulse width is generally
kept between 3 and 50�s and the pulse period between 1 and
50 ms. Ions are formed after each electron pulse and undergo
various chemical reactions in addition to ionic diffusion to the
ion source walls whereupon they discharge. Ions that escape
from the ion source through the ion exit slit are selectively
mass-filtered by the mass analysis section of the mass spec-
trometer set to monitor a specific mass of interest. Within a
preset fixed mass window, only ions of this mass are detected
by the digital electron multiplier. The output of the multiplier
is fed after preamplification into a multichannel scaler. The
multichannel scaler is synchronized with the electron beam
p nts as
a eved
b
c ntly
on source is floated to a potential of 4 kV. A small fract
f ions escape from the ion source through an ion exit
ndergo 4 kV acceleration and then enter the mass an
ection of the mass spectrometer.
Fig. 1. The overall ex
ulse via the master pulse generator and records ion cou
function of time after each pulse. This recording is achi
y counting ions for discrete periods of time (∼1–20�s time
hannels) and performing this operation over a sufficie
perimental setup.
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large number of channels. The pulsing sequence is performed
several thousand times to accumulate enough ion counts in
each time channel and for improvement of the signal-to-noise
ratio.

The detected ion signal at any time is proportional to the
number density of ions of a given mass in the ion source. The
concentrations of different ions in the source can be recorded
as a function of time to within a machine-dependent factor.
If two ions are monitored, the ratio of recorded ion counts
will yield the ratio of ion concentrations in the source as
a function of time under the assumption that the machine-
dependent factor is the same for ions of different masses. This
assumption does not always hold and the factor might be mass
dependent in certain cases, such as when mass discrimination
is present due to molecular outflow from the source exit slit
[5].

The data collection part of the experiment is fully auto-
mated by synchronizing the ion detection subsystem with the
existing mass scan facilities and data system of the mass spec-
trometer. The mass spectrometer data system and the mag-
net are programmed to monitor a given list of ionic masses,
each for a fixed period of time during which the multichannel
scaler records time profile for that mass. After all the masses
from the list have been recorded, this sequence is repeated
again. In this manner, the mass spectrometer switches be-
tween masses of interest several times during the total period
o sult,
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between a mating 250 mm CF flange and a
152 mm× 102 mm rectangular slot cut into the top of
the commercial source chamber. The conservation of cross-
sectional area in this adapter has minimized conductance
losses due to the adapter. The original source flange was
replaced by a flange assembly that also incorporates an
electron gun mount and appropriate electron gun housing
chamber. The original source chamber was expanded to ac-
commodate this larger assembly. The electron gun chamber
is differentially pumped with an Edwards 63/150M diffusion
pump (135 L/s of N2). The turbo pump is only used during
the course of experimental measurements, and the ultimate
vacuum of this system is better than 4× 10−7 mbar after
an appropriate bakeout. Several large (Edwards E2M40,
2xE2M28) roughing pumps were added to the source high
vacuum pumps. In this configuration, there is differential
pumping of the analyzer, electron gun, and ion source
regions. As such, a vacuum of better than 5× 10−7 mbar
is maintained during an experiment in the analyzer and
5× 10−6 mbar in the electron gun regions leading to a
pressure in the source chamber not exceeding 5× 10−5 mbar
for the source pressures employed to date.

It was found that the original Y (horizontal plane per-
pendicular to ion beam) and Z (vertical plane) focusing and
deflection was responsible for a loss in ion sensitivity due to
losses in the region prior to the ESA. We have therefore added
a ses in
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f time needed to accumulate sufficient signals. As a re
everal time profiles are available for each mass. By
ging these profiles for each mass, any effects of pote
hanges in the conditions inside the ion source during
ourse of the measurement are greatly reduced compa
he case when each mass is recorded only once, but o
onger period of time. Details of the construction of vari
omponents are given in the following sections.

.2. Modifications to the commercial mass spectromete

The new HPMS apparatus was constructed using an
ng VG 7070E magnetic sector double-focusing mass s
rometer of EB geometry. A magnetic sector machine
cquired preferentially over a quadrupole instrument to

mize problems due to mass dependent sensitivity. Mod
ions were made to the overall pumping speed in the so
ousing as well as to some ion optics and the ion dete
ystem.

The commercial VG 7070E spectrometer is pumpe
wo Edwards diffusion pumps in the source and analyze
ions, respectively. The original Edwards 160/700M so
iffusion pump (700 L/s of N2) is connected to the sou
hamber by a 142 mm i.d. stainless steel tube. Becau
he high pressures involved with the HPMS experimen
as necessary to add a Leybold TMP1000 (1150 L/s of2)
eramic bearing turbo pump mounted directly above
on-exit slit in a vertically inverted position. The 250 m
conflat” pump flange (CF) from the turbo pump w
ounted onto a thick stainless steel adapter conn
series of precision-machined stainless steel plate len
he first field-free region prior to the ESA and have achie
ncreased ion sensitivity by nearly a factor of 2. In addit
he possibility of digital signal acquisition was added by
anding the ion detection region and placing a Galileo C
eltron 4870V electron multiplier at exactly the same pos
s the existing analog conventional electron multiplier.

.3. High-pressure ion source and electron gun

The HPMS ion source consists of an electron gun mou
oaxially to the produced ion beam and the high-pres
ource itself and is shown schematically inFig. 2. Becaus
he VG 7070E mass spectrometer is capable of operating
kV of ion acceleration potential, the electron gun was
igned to operate with the filament floated at−12 kV. This
arge potential would be required if 6 kV of electron acce
tion was to be used for the highest ion acceleration (neg

ons). Design of the electron gun was based on previous
ions of electron guns from Kebarle[1], Szulejko et al.[6],
nd by examination of 3–4 kV cathode ray tubes used
ariety of well-focused Hewlett-Packard oscilloscopes.
nitial design was simulated using the ion optics softw
ackage SIMION[7] and the final version of the electr
un capable of providing 2–6 kV of acceleration for posi

ons (starting at ground potential) or negative ions (startin
potential below ground) was constructed. The electron
as powered by a custom-built filament power supply (Q
esigns LLC) capable of floating to±15 kV and a precisio
igh voltage divider. Conventional VG 7070E filaments w
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Fig. 2. The HPMS ion source and electron gun.

used as obtained from VG Micromass or Haltech Inc. Initial
tests of the electron gun for optimum voltage characteristics
were performed using a phosphor screen obtained from Kim-
ball Physics Inc. and showed that the resultant electron beam
was stable and relatively tightly focused. The position of the
electron gun can be clearly seen inFig. 2. The electron gun is
fixed to a stainless steel mount (4) that is electrically isolated
by four ceramic spacers from the electron gun filament mount
plate (7) and from the electron gun feed-through flange (1) by
a 25 mm machineable ceramic (MACOR) mount. The elec-
tron gun was mounted in-line with the high-pressure source
as guided through the electron gun housing (2) through a
ceramic guide (18) that also serves as a differential pump-
ing aperture. Voltages were provided by high-voltage (20 kV)
feed-throughs mounted on the main electron gun flange (1).
The electron gun and its housing were designed such that
the filament could be replaced without completely removing
the high-pressure source from the mass spectrometer or dis-
assembling the electron gun. The electron gun housing was
equipped with a viewport for visual confirmation of filament
power or to check for potential high voltage breakdown. The
electron beam was shielded from magnetic fields by 0.1 mm
thick mu-foil (Magnetic Shield Corp.) wrapped in three lay-
ers around the ceramic tube (17), the electron exit cone (16),
and inside the cylindrical channel located in the center of

the copper source block (24). No observable effect of the
mass spectrometer magnet on the electron beam focusing
and deflection conditions was detected. This is an important
requirement because the number of electrons entering the ion
source after each electron beam pulse must be independent
of the mass monitored by the mass spectrometer.

As outlined previously, one of the main goals during the
construction of this new HPMS ion source was to minimize
errors due to temperature instability or lack of precision
in its measurement. As such, the design was based partly
on successful high-temperature calorimeters that maintain
temperature stability to better than 10−3 K [8]. The central
component of the ion source is the stainless steel source
“spool” (25) that was constructed from 10 mm o.d. and
0.5 mm wall thickness tubing and had an internal volume of
approximately 1 cm3. A thin-walled 2 mm i.d. stainless steel
cup inset into the spool was fitted to house the main platinum
resistance thermometer (PRT). Two 1/8 in. stainless steel gas
inlet and outlet lines were also welded to the source spool as
shown inFig. 3. This internal ion source chamber is sealed
using a scaled-down version of the NW16 CF flange and
gold-plated copper gaskets. Ion exit and electron entrance
apertures were constructed using a standard stainless steel
orifice (100�m diameter for electron entrance) and slit
(10�m× 1 mm for ion exit) obtained from Melles Griot,
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Fig. 3. The ion source spool and flange; the ion exit and electron entrance
flanges are of identical design; the height of cylinder (2) welded to the
flange (1) determines the volume of ion source; standard foil with circular
or rectangular orifice (3) is sandwiched between cylinder (2) and washer (4)
and welded along the outside edge; the gas inlet and outlet lines (5, 6) and
main PRT cup (7) are welded to the source spool; the PRT cup has the end
inside the source blanked.

that were welded onto the source flanges. The entire source
spool sits tightly encased in a large nickel-plated copper
source block machined to an extremely high tolerance so as
to maintain good thermal contact between the source spool
and the block. The gas lines are sandwiched tightly into the
large copper source block for temperature pre-equilibration
and are, in turn, connected to high voltage ceramic breaks
(6 kV, Kurt Lesker Company) and to 1/4 in. high-voltage
stainless steel isolated feed-throughs (12 kV, Kurt Lesker
Company) that were welded to the source flange (18) as
shown inFig. 2. Silver solder used in the construction of the
ceramic breaks limited the experimentally usable maximum
temperature to approximately 600◦C. The thin source spool,
large copper block, and inset PRT element were all designed
to minimize temperature gradients near the source, provide
temperature uniformity, and ultimately to provide accurate
knowledge of the temperature of the reaction during the
course of the experimental measurements. The copper block
was fitted with eight cartridge heaters (Chromalox, CIR type)
and various control and monitoring (PRT and thermocouple)
temperature elements. A thick copper ion-exit plate (30) was
used to maintain thermal contact near the ion-exit region and
was fitted with a monitor thermocouple. The entire source
block was enveloped by a 4 mm thick nickel-plated adiabatic
copper shield embedded with a 1 mm o.d. Omegaclad metal-
sheathed thermocouple wire (Omega Engineering) used as
a nitor
t erm
t . The
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t sur-
r e used
a hield
a sses
a ity.
E batic
s e no
w gh-
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the most common temperature range (30–200◦C), the
stability was better than 0.001◦C RMS over one hour.

Ions exit the high-pressure source and enter the cylindri-
cally shaped field-free region constructed using four stainless
steel rods (33) wrapped concentrically using 0.8 mm stainless
steel wire with spacing of 3–4 mm between the loops. The first
ion extraction cone (mirror polished to reduce radiative heat
losses) incorporating a 4 mm opening was fixed to the source
via four stainless steel rods and was electrically isolated using
ceramic spacers. A second cone containing a 3 mm opening
was mounted between this and the ion focus and deflection
plates (36, 37). The VG 7070E adjustable source slit (38)
was retained although normal operation was achieved when
the slit was fully open that yielded an instrument resolution
of approximately 500–1000. The entire source is mounted
onto an original VG 7070E source flange using a stabilizing
stainless steel ring source mount assembly (21, 23) held to-
gether by four stainless steel rods and designed to minimize
stress on the main ceramic isolating mount (20). This source
mount was fitted with a cooling assembly constructed using
1/8“stainless steel tubing sandwiched inside in a copper ring
and tightly fixed to four rods on the source mount. The tubing
is electrically isolated from the flange using two 1/4 in. Cajon
glass-to-metal adapters. The ion source can be easily cooled
to −100◦C by flowing cold nitrogen gas through the cooling
assembly. The gas is cooled by passing it through a copper coil
i ped
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heater. The adiabatic shield had an embedded mo
hermocouple that was used together with a Euroth
emperature controller to maintain a preset temperature
hield was located such as to maintain a 5 mm gap bet
he source block and the shield. This shield, in turn, was
ounded by an unheated nickel-plated stainless steel tub
s an outer heat shield. This combination of adiabatic s
nd outer heat shield minimizes radial radiative heat lo
nd provides excellent temperature stability and uniform
ven when no heating or temperature control of the adia
hield was used, the temperature stability was found to b
orse than 0.02◦C RMS (root mean square) over 1 h throu
ut the entire temperature range used (−45 to 540◦C). For
mmersed in liquid nitrogen. The source flange is equip
n total with 28 electrical feed-throughs in addition to t
igh-voltage gas feed-throughs connected to the gas inle
utlet lines and two Cajon fittings for the cooling assem

A Minco S274PD type PRT was used for ion source t
erature measurement. These PRTs are encased in a c
apsule 2 mm in diameter and 10 mm long. A four-wire
istance measurement was performed for temperature
ination. A four-wire measurement ensures that lead r

ances cancel. Nichrome wire was used for the lead exten
hat were spot-welded to the original platinum PRT le
mm away from the PRT body. Nichrome has a thermal
uctivity 2.5 times lower than platinum and 30 times lo

han that of copper. This choice of wire was dictated by
esire to reduce temperature measurement errors that
ccur when using wires with higher thermal conductiv
eat may be pumped away from the light platinum sens

he PRT through lead wires if they are at a temperature l
han the PRT when lead extensions have a sufficiently
hermal conductivity. Approximately 12 cm of the Nichro
ead extensions were placed in four-hole ceramic capill
nd were mounted in the copper block (24) to ensure

hermal contact with the block.
Prior to being mounted in the ion source, the PRT was

rated against a NIST traceable secondary reference sta
RT in a specially designed calibration vessel. The main
f the vessel was a copper cylinder 25 mm in diameter
50 mm long. The secondary reference standard PRT
laced in the channel in the center of the cylinder and
ource PRT was placed in another channel immediatel
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jacent to it. Metal-sheathed Omegaclad thermocouple wire
was wrapped around the cylinder and was used as a heater.
The cylinder was placed inside a polished stainless-steel tube
that served as a heat shield, similar to our ion source design.
The whole assembly was placed inside an evacuated stainless
steel manifold. The mounting of the copper cylinder inside
the shield and the shield inside the manifold was done using
sharpened pins to have only point contacts to reduce con-
ductive heat losses. The calibration was performed over the
temperature range 30–470◦C and PRT coefficients were cal-
culated following the NIST guidelines given in Ref.[9]. For
temperatures below 30◦C, the calibration was extrapolated.
According to Ref.[9], most PRTs have an error of a few mK
when the calibration is extrapolated in this manner which is
negligible in our case. The accuracy of the present calibration
was estimated to be 0.05◦C. The calibration of the secondary
reference standard PRT was rechecked by an external cali-
bration laboratory after the calibration of the ion source PRT
and was found to be consistent with its original calibration.

The four-wire resistance measurement of the source PRT
was performed by a Keithley 2001 Multimeter floated at the
ion source potential and powered through isolation trans-
formers. The data were sent to a monitoring computer via
an optically isolated IEEE bus. The computer facilitated the
conversion of resistance to temperature and implemented a
PID algorithm for the ion source temperature control. Con-
t ning
t trol
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t l that
s
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m
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m ted
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c nted
i the
G ure
c in the
G 28A
a

ion
s long
g nts of
t )
w me-
t trical
b und
w lines
w of up
t tory
o op-
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with tape heaters and were kept at 140◦C by temperature
controllers. The glass tubes were connected together using
stainless steel or Teflon Swagelok-type unions with Teflon
ferrules. The Teflon unions were drilled through in order to
minimize the surface area of Teflon exposed to the gas flow.
The flow from the GHP was regulated by means of a Hoke
MilliMite 1300 stainless steel metering valve. When the sy-
ringe pump was used for sample introduction, the methane
flow was controlled by an MKS 1679A Mass-Flo flow con-
troller.

The pressure was measured at the far ends of the 2 m glass
lines by a 10 mbar MKS Baratron 628A absolute pressure
transducer, which could monitor either inlet or outlet line
pressures and was switched by means of a Hoke SelectoMite
7165 stainless steel three-way valve. Because we were not
able to measure the pressure directly in the ion source, we
ensured that the inlet and outlet gas lines were identical. In
addition, the combined conductance of the gas lines from the
points of pressure measurement to the ion source and con-
ductance of the ion exit and electron entrance slits in the ion
source was measured as a function of source temperature.
This was achieved by alternatively closing off either inlet or
outlet line and measuring the gas flow through the ion source
using a calibrated flow meter and monitoring pressures at
the ends of both lines. With such an arrangement, one of the
pressures will be equal to the pressure inside the ion source.
T cor-
r ow-
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[

C

w
f tally
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u xperi-
rol of the ion source heaters was of the time-proportio
ype. The computer output pulses of variable width to con
he heater power. The pulses were sent via a fibre-optic
o a solid-state relay floated at the ion source potentia
witched the source heaters on and off.

.4. Sample introduction system and pressure
easurement

The gas handling plant (GHP) consisted of a stainless
anifold with all-metal valves and a 5 L glass bulb fit
ith a septum inlet port. The exact volume of the bulb
alibrated using water. The manifold and bulb were mou
nside a uniformly heated box. The temperature inside
HP was kept at 140◦C and was controlled by a temperat
ontroller using a thermocouple sensor. The pressure
HP was measured using a 1000 mbar MKS Baratron 6
bsolute pressure transducer.

Gas lines from the GHP to the ion source and from the
ource to the outlet rotary pump were constructed of 2 m
lass tubes having a 9 mm inside diameter. Small segme

he lines immediately adjacent to the source (∼60 cm length
ere made from glass tubes having a 4 mm inside dia

er. This length of glass tube was chosen to avoid elec
reakdown through the gas from the ion source to gro
hen maintaining low ion source pressures. These glass
ere designed to operate at the ion source potentials

o 6 kV. For comparison, HPMS machines in the labora
f Kebarle[1] had 60 cm long glass lines for ion source
rating voltages of up to 2 kV. The glass lines were wrap
he obtained calibration data were used to calculate the
esponding pressure in the ion source in the normal fl
hrough configuration from measured pressures at the
f the inlet and outlet lines. The ratio of inlet to outlet pr
ure was in the range 1.5–2.3 when ion source tempe
anged from−45 to 170◦C, respectively. The accuracy
his conductance calibration was found to be no worse
.05 mbar in ion source pressure. The partial pressure
ample in the ion source was calculated from the known
otal bulb volume, the volume of injected sample, the pres
nd temperature of methane in the GHP before injection

he total pressure inside the source. When the syringe
as used, the partial pressure was calculated from the k
yringe pump injection rate, the known methane flow
nd the total pressure inside the ion source.

. Experimental

Reactions of stepwise hydration of chloride (1) were c
en for evaluation of performance of the HPMS appar
ince there have been a number of previous investiga
f the thermodynamics of chloride hydration using HP

10–12].

l−(H2O)n−1 = Cl−(H2O)n (1)

heren= 6 in Ref.[10] andn= 4 in Refs.[11,12]. Enthalpy
or an additional hydration step beyond the experimen
etermined steps mentioned above was estimated in Re[10]
sing an assumed value for the entropy change and e
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mental values for the free energy change determined at one or
two temperatures. All of the previous investigations used ion
sources based upon the original Kebarle designs and similar
to the one used in Ref.[12]. The results obtained in these
studies are in rather good agreement. We have tried to further
extend the range of experimentally observed cluster sizes for
Cl− and the number of hydration steps measured under equi-
librium conditions using our newly constructed ion source
which we consider to be an improved design.

The samples were prepared in the gas handling plant by
injecting distilled water containing traces of CCl4 (0.5 vol.%)
with a microliter syringe into a 5 L gas mixing glass bulb kept
at 140◦C and filled with methane. After an equilibration pe-
riod of ∼20 min, the mixture was allowed to flow from the
bulb through the ion source. Water partial pressures in the
source were generally in the range 0.02–0.35 mbar. Halide
ions are formed by dissociative electron capture from CCl4.
Exothermic association reactions of the type described by
Eq. (1) require third-body collisions for removal of the ex-
cess energy from the initially excited products. Following
an electron pulse, ions diffuse to the walls through the major
neutral component at the same time engaging in the following
reaction:

Cl−(H2O)n−1 + H2O + CH4 = Cl−(H2O)n + CH4 (2)
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Fig. 4. Experimentally employed ion source pressures at different ion source
temperatures.

as discussed in[5] and are somewhat difficult to analyze.
The time between electron pulses was normally adjusted to
13–20 ms. This time was, in general, chosen to be three times
longer than the ion residence time in the ion source that could
be evaluated from ionic profiles (2–5 ms). It might be argued
that a fraction of the ions might still remain in the source at
times longer than the estimated residence time, which would
lead to erroneous results. However, the equilibrium ionic ratio
is determined from detected ion counts and any ion currents
that are below the inherent detection limit should not change
it to any significant extent. Tests with time periods varying
up to 50 ms were carried out and yielded identical results to
the shorter times periods. The multichannel scaler channel
dwell-time was normally set to 10�s and the reactions were
monitored for 5–10 ms. Between 2 and 10,000 pulses were
sufficient to obtain reasonable ionic profiles. Data acquisition
was performed in a programmed mode. Each ion was moni-
tored for∼30 s in succession and then this sequence was re-
peated several times. Comparison of several profiles for each
ion allowed assessment of the overall stability of conditions
in the ion source during the course of the experiment.

At low ion source pressures, the reactants and products
may be assumed to behave as perfect gases. For a standard
state pressure of 1000 mbar the equilibrium constant for re-
action (1) is given by,
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n addition to being a third-body agent in this react
ethane also serves to thermalize the electrons and tra

ons in the ion source. It is important to elaborate on the
ource pressure range for best operation of the HPMS
ique. Equilibrium HPMS studies require that ion reside

imes in the ion source are longer than equilibrium es
ishment times. This is achieved by trapping ions in the
ource for a time sufficient to establish equilibrium for
ction (2) with sufficiently high pressures of a carrier/bu
as. However, if the ion source pressures are too high,
cceleration of the ions following escape from the ion so
ight lead to collisional dissociation through collisions w
eutral gas molecules that have also escaped from th
ource. Acceleration voltages as low as 1–3 V may su
nough energy for collisional breakup. To remedy this
ation, the pressures in the ion source at any given s

emperature should be kept sufficiently low, yet high eno
o observe equilibrium. As a general rule, the gas num
ensity in the ion source was kept constant throughou
xperimental temperature range. This meant having pro
ively lower pressures in the ion source at lower temp
ures.Fig. 4 shows our experimental pressures which w
mployed at different temperatures. With this HPMS ins
ent’s gas lines and source slits conductances, methan

ates in the range 1.5–5 standard cm3/min were required t
ealize such pressures.

Ionizing electron pulse widths of 5–70�s and electron gu
lament currents of 4–5 A were employed. It is undesir
o deliver too many electrons to the ion source since th
ulting ionic profiles may display several changes of sl
n = In × 1000

In−1 × p(H2O)
(3)

herep(H2O) is the water partial pressure, andIn andIn−1
re measured intensities of Cl−(H2O)n and Cl−(H2O)n−1,
espectively, after equilibrium has been established. Th
io of measured ionic intensities should remain constant w
quilibrium conditions apply. Once the equilibrium consta
t several temperatures are determined, the enthalpy a

ropy changes for the reaction (1) can be calculated from
f the logarithm of equilibrium constant against recipro

emperature as defined by the van’t Hoff isochore,
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If the van’t Hoff plots exhibit linearity, as was the case for
studied clustering reactions, then the enthalpy and entropy
changes are easily obtained from the slopes and y-intercepts.

The various experiments were performed over a tempera-
ture range +170◦C to −45◦C. This lower temperature limit
was a result of the saturated water vapor pressure becoming
too low as a result of some water vapor condensation inside
the ion source.

4. Calculations

To aid in choosing appropriate experimental conditions,
density functional theory (DFT) calculations have been per-
formed on all studied chloride water clusters. Full geome-
try optimizations and frequency calculations were performed
with the hybrid B3LYP method using GAUSSIAN98[13]
software. The Cl, H, and O atoms were described using
GAUSSIAN98’s built-in 6-311++G** basis set which in-
cludes polarization and diffuse functions. Starting withn= 2,
two distinct geometry types were considered for each of the
halides: one with the anion surrounded by water molecules,
corresponding to interior solvation (I) and the other with the
anion bound to the surface of a water cluster, correspond-
ing to surface solvation (S). We considered one isomer of
e truc-
t ions
[ iza-
t erify

that a resultant optimized structure was indeed a minimum
on the potential energy surface and to obtain thermochemi-
cal information as a function of temperature. All frequencies
were scaled using a common factor of 0.89. Use of a scal-
ing factor of 1.0 does not change calculated enthalpies and
entropies for stepwise hydration reactions significantly. Typ-
ical changes for enthalpy and entropy are only 0.8 kJ mol−1

and 2 J mol−1 K−1, whereas typical experimental uncertain-
ties are 2 kJ mol−1 and 4 J mol−1 K−1, respectively. Results
of DFT calculations were used to explore the stability of
clusters under different temperatures. Experimental temper-
ature ranges for each stepwise hydration reaction (1) were
chosen such that only negligible fractions of all involved
clusters were excited above dissociation threshold within and
could undergo unimolecular dissociation during mass analy-
sis within that temperature range.

5. Results and discussion

Typical ionic profiles are shown inFig. 5. It can be seen
that 0.6 ms after the electron beam pulse, the profiles become
parallel and equilibrium is probably established. The overall
decay in ionic intensities is caused by loss of ions through
diffusion to the ion source walls and consecutive discharge.
A hen
i in-
t tem
a me
ach type (surface and interior) for each cluster size. S
ures similar to those reported by previous investigat
14–16] were used as starting geometries for the optim
ions. Subsequent frequency calculations were used to v
Fig. 5. Some typical chloride
more convenient examination of the profiles results w
ndividual ionic intensities are normalized to the total ion
ensity[17]. Normalized profiles for a representative sys
re shown inFig. 6. It can be seen that the profiles beco
ion-water cluster profiles.
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Fig. 6. Hydrated chloride ion profiles as inFig. 5but normalized to total ion intensity.

truly parallel and equilibrium is established only about 1.2 ms
after the electron beam pulse. Examination of both raw and
normalized ionic profiles was used to determine the onset of
equilibrium and the time interval over which the ratio of ion
intensities should be averaged for calculation of equilibrium
constants.

Tests were performed to verify that equilibrium was indeed
established by varying the water partial pressure and the total
pressure in the ion source.Fig. 7 shows the results of such
tests for the (2, 3) hydration step for Cl−. The data points on
this plot were obtained not only at different partial pressures
of water but also at different total ion source pressures within
the ranges shown inFig. 4.

F ial
p

Before the experimental results are discussed, it is nec-
essary to review the sources of potential experimental error
under certain conditions in the HPMS technique. The expres-
sion for the equilibrium constant (3) involves the ratio of ionic
abundances and the partial pressure of water in the ion source.
Equilibrium constants measured at different temperatures are
then used in van’t Hoff plots that provide enthalpy and en-
tropy changes for the reaction. Therefore, we will consider
factors leading to uncertainties in determination of partial
pressure of ligand (water) in the ion source, ionic ratios, and
temperature of the reaction.

Errors in the partial pressure of water can arise from er-
rors in ratio of partial pressures of methane and water and
errors in measurement of the total ion source pressure, since
both these quantities are involved in calculating the partial
pressure of water in the ion source. Apart from errors in the
sample preparation, errors in the ratio of partial pressures
of methane and water might arise from mass discrimination
in the neutral gas exiting the ion source[18,19]. It is as-
sumed that the ratio of partial pressures of carrier gas and
ligand (methane and water) in the ion source is the same as
in the gas handling plant. However, due to mass discrimina-
tion there will be an enrichment of the heavier component in
the ion source. The maximum magnitude of the enrichment
is characterized by the square root of the ratio of masses of
water and methane and leads mostly to errors in the entropy,
b e to
u the
fl , the
ig. 7. The equilibrium constant,K(2, 3), as a function of water part
ressure at different temperatures.
ut not the enthalpy. Although this ratio is already clos
nity (1.06), the mass discrimination is further reduced by
ow-through design of the ion source. In our experiments
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ratio of the gas flow into the source to the outflow through the
electron entrance and ion exit slits was in the range 1.5–1.8,
depending on the source temperature and pressure. In this
configuration, errors in the water partial pressure due to mass
discrimination of neutral molecules are negligible. Experi-
ments involving heavier ligands should use a carrier gas hav-
ing a mass close to that of the ligand. Accurate knowledge
of the total pressure in the ion source is equally important.
Most of HPMS ion source designs follow original designs by
Kebarle[1] where the pressure in the ion source is approx-
imated by the pressure in the inlet gas line upstream from
the source. Since any gas flow is associated with a pressure
drop in the line, the pressure in the ion source is always lower
than the upstream pressure. The difference between the two
pressures is expected to change monotonically with temper-
ature. This leads to a change in slope of a van’t Hoff plot and
hence in the calculated enthalpy and entropy of the reaction.
The magnitude of the pressure difference will also depend
on such factors as the diameter of the gas line, total gas flow,
and distance between the ion source and the point where the
pressure is actually measured. In our implementation of the
HPMS technique, the pressure in the ion source is calcu-
lated from the pressures measured upstream and downstream
from the source using conductances of the inlet and outlet
gas lines and ion source slits calibrated at different ion source
temperatures.
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dissociation is limited to,

E = eV
mgas

mion + mgas
(5)

whereeV is the kinetic energy of the ion acquired by mov-
ing through a potential differenceV. Evaluation of Eq.(5)
withmion = 50,mgas= 16 (methane), and the typical ion-water
clustering reaction value for the dissociation threshold of
45 kJ mol−1, shows that only 1.8 V acceleration is required
for the ion to acquire enough energy to achieve dissociation.
The effect of CID on van’t Hoff plots has been examined pre-
viously [4]. Here the derivation of a more complete expres-
sion for the effects of CID on observed equilibrium constants
will be given. This derivation considers not only the effect of
the degree of dissociation but also the partial pressures of the
neutral clustering ligand.

Some simplifying assumptions are required and the accu-
racy of these will be discussed later. We assume that a fraction,
α, of ions that dissociate collisionally is identical forn and
n− 1 clusters. The second assumption is that all dissociation
occurs before the ions are appreciably accelerated. For this
case, dissociatingn+1andnclusters will be detected asnand
n− 1, respectively. If the second assumption is invalid, then
ions that dissociate after acquiring considerable kinetic en-
ergy will not be detected if an electrostatic analyzer is present
in the system, as the ESA will energy filter these ions. In the
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Early on in the development of the HPMS techniq
roblems that affect measured ionic ratios were recogn

20]: (a) adiabatic cooling of the cluster ions following e
rom the ion source and non-equilibrium cluster growth,
ollision-induced dissociation (CID) caused by high gas
ities near the ion exit aperture, and (c) unimolecular d
iation of ions during mass analysis. In addition, there
roblems associated with mass discrimination in refer

o sampling of ions through the ion exit slit as have been
ussed in Ref.[5]. Similar to mass discrimination in neut
as, mass discrimination in ion sampling is characterize

he square root of the ratio of the masses of ions and
o errors in the entropy, but not the enthalpy. In the cas
hloride water clusters, this ratio is not large and the e
f ionic mass discrimination is smaller than experime
rrors.

Adiabatic cooling is avoided by ensuring that mole
ar flow occurs through the ion exit slit that requires a
idth to be smaller than the mean free path of ions unde
ppropriate experimental conditions. The implementatio
olecular flow also reduces collision-induced dissocia
lthough, CID will always occur to some extent. The nu
er of gas molecules leaving the ion source at any tim
onsiderably larger than the number of exiting ions. A w
lectric field is always present outside the source that d

ons into the acceleration section of the mass spectrom
ome of the ions will inevitably collide with the neutral g
olecules. Due to the requirement of energy and mome

onservation, the maximum energy (of an ion colliding w
gas molecule) available to overcome the energy barrie
bsence of an electrostatic analyzer, the dissociated ion
e detected at different nominal masses, not correspo

o the mass of any of the cluster ions. The third assum
s thatα is independent of the internal energy of the ions
s defined by the ion source temperature. Recalling thatn− 1
lusters dissociate ton− 2 clusters, Eq.(3) can be rewritte
s,

n,obs = 1000[(1− α)In + αIn+1]

p(H2O)[(1 − α)In−1 + αIn

(6)

hereKn,obs is the observed equilibrium constant. After
ebraic rearrangement and substitution of the relevant

ibrium constants defined by Eq.(3), Eq.(6) becomes

n,obs = 1000(1− α) + αKn+1p(H2O)

αp(H2O) + 1000/Kn

(7)

ow the manner in which the partial pressure of ligand
he degree of dissociation will affect the measured equ
ium constants and hence, the van’t Hoff plots, can be
lored.Figs. 8 and 9show how the observed equilibriu
onstant for the Cl− (2, 3) hydration step differs from the tr
quilibrium constant at high and low temperatures as a

ion of α and the partial water vapor pressure. The minim
alue forα used in these plots was 0.001. It can be clearly
hat, forα > 0, the equilibrium constant rapidly decreases w
ncreasing partial pressure of ligand. The decrease is
arger at low temperatures (Fig. 9) where larger clusters a
ormally present. Therefore, measurements of larger clu
re much more prone to errors resulting from CID than
easurements of smaller clusters.
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Fig. 8. The effect of collision-induced dissociation onK(2, 3) for Cl− hy-
dration att= 75◦C.

Fig. 9. The effect of collision-induced dissociation onK(2, 3) for Cl− hy-
dration att=−25◦C.

Fig. 10shows a family of van’t Hoff plots for the same
reaction calculated at a fixed water partial pressure. This
figure demonstrates that if measurements are taken over a
sufficiently narrow temperature range, a curved van’t Hoff

Fig. 10. A family of van’t Hoff isochore plots forK(2, 3) for Cl− hydration
atp(H2O) = 0.2 mbar.

plot can be mistaken for a linear one which would lead to
smaller absolute values of calculated enthalpy and entropy
changes for the studied reaction. If the degree of CID is high
enough (α ≥ 0.3), the plots have inflection points. Experi-
mental scatter of measured equilibrium constants at different
temperatures naturally makes it more difficult to distinguish
CID.

The equilibrium constants shown inFig. 7 reveal a ten-
dency to decrease with increasing partial pressure of water
vapor. A similar tendency was observed for other reactions
measured using our HPMS instrument. If the reason for this
behavior was CID, then values ofα calculated from these re-
sults should be in the range 0.04–0.15 for different ion source
pressures. However, van’t Hoff plots with these values ofα

would have considerable curvature at low temperature that
was not observed for our experimental results. In addition, a
linear dependence of calculated values ofα on the ion source
pressure was not observed, as would be expected from the
argument thatα should be proportional to the gas number
density outside the source, and, therefore, pressure inside the
source. It was found that errors in our calculation of the ion
source pressure were the cause of the observed behavior. The
ion source pressure in our instrument is calculated from the
pressures measured at both ends of the gas inlet and outlet
line, whose conductances were calibrated together with the
conductance of the source slits. The error in the calculated
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ressure, and is still within the assigned accuracy of the

bration (0.05 mbar). This was verified by back-calcula
ne pressure from the other for each pair of pressures

or the calibration.
The above analysis of CID is somewhat simplified

ontains various assumptions. The CID phenomenon,
ver, is much more complex. The degree of dissociation,α, is
igher for larger clusters and also increases with the int
nergy of clusters determined by the ion source temper

21]. The full analysis of the effect of CID on van’t Ho
lots is rather complicated and will depend on exact ex
ental conditions used to obtain each equilibrium cons
owever, one important result is that HPMS measurem
hould be undertaken at the lowest possible partial pres
f clustering ligand and overall ion source pressures, as
s an extremely high vacuum in the analyzer. We trie

ollow these guidelines in our experiments and the resul
btained do not seem to be affected by CID to any apprec
xtent.

The problem of unimolecular dissociation has been
iously considered in great detail[22]. Ions leaving the io
ource have a thermal energy distribution correspondi
he temperature of the ion source that is not preserve
acuum due to the absence of thermalizing collisions.
nergy stored in activated vibrational and rotational en

evels can be used to overcome the dissociation barrier
raction of ions that will have enough energy to exceed
hreshold energy for unimolecular dissociation is denotefex.
epending on the rate constant for unimolecular dissoci
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at the temperature of the distribution, a larger or smaller part
of that fraction will dissociate during the time required for
mass analysis.

Once vibrational frequencies and moments of inertia of a
cluster are known, the excited fraction,fex, can be calculated
[22], i.e.,

fex = 1 − 1

Q

�H∑
Ei=0

P(Ei) exp

(−Ei

kT

)
(8)

where�H for the cluster formation reaction approximates
the threshold energy,Q the partition function, andP(Ei) the
multiplicity of the state with energyEi . Zero-point energy is
the reference energy level. Because of the requirement for
angular momentum conservation, the overall rotations were
assumed to be unable to provide energy for dissociation. As
such, only vibrational frequencies were used in energy calcu-
lations and sums of states. These calculations were performed
for all chloride water clusters measured experimentally. Ex-
perimental measurements were done at sufficiently low tem-
peratures such thatfex did not normally exceed 0.01. The
only exception was the (7, 8) hydration step for Cl−. Even at
−80◦C the excited fraction for Cl− cluster with eight water
molecules was calculated to be 0.05. Therefore, we used cal-
culated excited fraction,fex, to correct measured ionic ratios
for this step. The rigorous method to correct for unimolecu-
l tion
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When resistance of our ion source PRT was converted to
temperature using the manufacturer’s conversion tables,
the discrepancy between this obtained value and the value
from our own calibration data was as large as 10 degrees at
600 K. This stresses the importance of performing a rigorous
calibration of the temperature sensor. In addition, there is
always the question of whether a temperature sensor actually
measures true experimental temperature of a reaction. In
HPMS experiments, a preheated gas mixture is allowed to
flow through the ion source. A common HPMS ion source
design incorporates a massive stainless steel block and the
temperature measured close to the reaction chamber inside
the block is taken to be equal to the experimental temperature
of the ion source gas. It is possible and indeed probable
that the temperature of the gas inside a reaction chamber
of such design differs from the temperature measured by a
thermocouple when ion source temperatures are markedly
different from the temperature of the preheated gas. This
is especially so if the whole source block material is a
poor thermal conductor such as stainless steel. The real
temperature of the experiment in this case will be closer to
the temperature of the preheated gas entering the source than
to the temperature measured by a thermocouple.

Fig. 11shows the dramatic effect that temperature mea-
surement error has on calculated enthalpy changes for two
hypothetical reactions with true enthalpy changes having typ-
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n d that
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t 50 K.
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ar dissociation is to first calculate unimolecular dissocia
ate constants from the Rice–Ramsperger–Kassel–M
RRKM) theory[23], and use these results to calculate
raction offex that will dissociate during mass analysis. S
alculations were reported by Sunner and Kebarle[22]. How-
ver, for these calculations assumptions regarding the
rties of the activated complex involved in the dissocia
eaction, and in particular its vibrational and rotational sta
ust be made. This and the use of RRKM theory would

roduce errors in addition to the errors in the calculated v
ional frequencies and moments of inertia. For simplicit
as assumed in our calculations that the entire excited

ion, fex, dissociates during mass analysis and the maj
f dissociating ions does so only after the acceleration

s rejected by the mass analyzer that includes an ESA i
ase. The errors in the corrected ionic ratio due the abov
umptions partially cancel. In addition, the estimated di
nce between the correction involving onlyfex and the correc

ion calculated using unimolecular dissociation rate cons
22] was comparable to observed experimental errors.

Errors in measurements of equilibrium ionic ratios
igand partial pressure leading to errors in calculated equ
ium constants at a given temperature have been discu
nother source of experimental error in calculated enth
nd entropy changes for clustering reactions are errors in
erature measurement. Here we consider two cases: (a)
ssociated with a temperature sensor itself and (b) erro
easuring the reaction temperature. Previous studies
PMS, normally had temperature measured using a the
ouple, often not calibrated against any temperature stan
.

s

cal values of 48 kJ mol−1 and measured over the tempe
ure ranges 240–300 and 300–450 K. It was assumed
o temperature measurement error exists at 300 K, an

rue experimental temperatures at 240 and 450 K were c
o 300 K than the measured temperatures, 240 and 4
s shown inFig. 11, uncertainties in temperature measu
ent introduce large errors in calculated enthalpy and

ropy changes for these hypothetical reactions. It shou
oted that the difference in temperature of gas in the

ion chamber and the source block, if it exists, is expe
o become larger at low temperatures because thermal v

ig. 11. Effects of temperature errors on resultant enthalpy changes f
eactions measured over the temperature ranges indicated; it is as
hat there is no temperature error at 300 K and that the true experim
emperatures at 450 and 240 K are closer to 300 K than measured
alue plotted on the horizontal axis.
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Fig. 12. Experimental van’t Hoff isochore plots for Cl− water clusters; the
last hydration step (n= 8) is shown with unimolecular dissociation correction
applied.

ities become smaller and gas densities higher. Under these
conditions, longer times are required for the gas to cool
down to the temperature of the surrounding ion source block.
Fig. 11also demonstrates that errors in temperature measure-
ment introduce larger errors in measurements of higher sol-
vation steps, since they are carried out at lower temperatures.

Our ion source itself is a very small thin-walled stainless
steel spool embedded in a massive copper block. The gas inlet
and outlet lines are buried in the block over a distance of ap-
proximately 10 cm immediately adjacent to the source. This
should ensure that gas entering and leaving the ion source has
the same temperature as the ion source itself. The tempera-
ture was determined using a four-wire resistance method for
the PRT embedded directly in the source gas.

The results for experimentally measured equilibrium con-
stants for Cl− stepwise hydration reactions are presented in
several van’t Hoff plots shown inFig. 12. Two additional sol-
vation steps beyond ones previously measured was directly
achieved, as opposed to Ref.[10], where equilibrium con-
stants for those reactions were measured at only one or two
temperatures and enthalpy changes were calculated using as-
sumed values for the entropy change. As mentioned previ-
ously, the last measured hydration step for Cl− was corrected
for unimolecular dissociation using the theoretically calcu-
lated excited fraction. As can be seen inFig. 12, all data in
the van’t Hoff plots are linear and no curvature can be distin-
g alpy
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Table 1
Experimentally determined values for−�H◦

n−1,n [kJ mol−1] and
−�S◦

n−1,n [J mol−1 K−1] for stepwise chloride hydration reactions

n −�H◦
n−1,n −�S◦

n−1,n

1 60.7± 2.1 77.5± 6.3
2 53.6± 1.3 85.5± 5.0
3 53.8± 1.7 112.7± 5.9
4 52.5± 1.7 132.6± 6.3
5 49.7± 2.1 136.0± 7.5
6 52.7± 2.5 156.6± 8.4
7 53.3± 2.5 163.9± 8.4
8 42.5± 5.0 (49.8) 116± 17 (152)

Standard pressure is 1000 mbar. Values in parenthesis were calculated from
data not corrected for unimolecular dissociation.

water vapor pressure at that temperature. We observed such
condensation at−45◦C. Increasing the water partial pres-
sures at higher temperatures will allow observation of larger
clusters. However, at high temperatures, a significant fraction
of large clusters will undergo undesirable unimolecular disso-
ciation during mass analysis and even though measured ionic
ratios could be corrected theoretically, such results would be
of significantly lower accuracy. In addition to the uncertainty
of the unimolecular dissociation correction, the use of high
water partial pressures would strongly enhance the collision
induced dissociation effect on measured ionic ratios as was
shown previously inFigs. 8 and 9. The effect of CID is more
difficult to estimate quantitatively and the accuracy of the
ionic ratios corrected for both unimolecular dissociation and
CID would be even lower.

Comparisons of our data with previous experimental re-
sults and DFT calculations are shown inFigs. 13 and 14.
There is obvious disagreement between the present results
and earlier experimental data for higher hydration steps, but
good agreement with DFT calculations, especially for the
stepwise trends in enthalpy and entropy changes. Results for
enthalpies are shifted upward compared with previous results
and exhibit non-monotonic dependence with cluster size. The
upward shift may be a result of uncertainties in reaction tem-

F -
t Ref.
[
c s-
s

uished within the experimental scatter. Therefore, enth
nd entropy changes for halide stepwise hydration reac
alculated from van’t Hoff plots and given inTable 1are in-
ependent of temperature within the observed experim
rrors. Errors due to mass discrimination in ion samp
s mentioned above, are small compared with experim
rrors and, therefore, entropies were not corrected for
iscrimination.

Equilibria containing higher ligand numbers cannot
easured accurately with the present HPMS method. O

ation of such equilibria would require low temperatures
igh water partial pressures in the source. There is a l
oundary temperature below which experimentally us
ata cannot be obtained as water begins to condense

on source when its pressure becomes equal to the sat
ig. 13. Comparison of enthalpy changes for Cl− hydration reactions ob
ained in this work with previous data and calculations; AYK—data from
12], KC—data from Ref.[11], HMY—data from Ref.[10], QC(S)—DFT
alculation; the last hydration step (n= 8) is shown with unimolecular di
ociation correction applied.
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Fig. 14. Comparison of entropy changes for Cl− hydration reactions ob-
tained in this work with previous data and calculations; AYK—data from Ref.
[12], KC—data from Ref.[11], HMY—data from Ref.[10], QC(S)—DFT
calculation; the last hydration step (n= 8) is shown with unimolecular dis-
sociation correction applied.

perature or ion source pressure measurement in earlier HPMS
designs. The disagreement is largest for reactions measured
at low temperatures, which is consistent with the assumption
of temperature measurement errors as is shown inFig. 11or
earlier discussion of ion source pressure errors. In addition to
the above factors, a smaller contribution to the differences be-
tween present and earlier data might arise from possible CID
problems in previous determinations. Ion source pressures of
3–4 Torr cited in Refs.[10–12]might be too high for measure-
ments at low temperatures. For comparison, pressure ranges
used at different temperatures in our experiments are shown
in Fig. 4. The appearance of the non-monotonic trends in our
results is attributed in part to an improved energy resolution in
the present HPMS setup. This is a result of an increased sen-
sitivity of the mass spectrometer due to higher acceleration
voltages, improved ion optics, and the use of a data system
for unambiguous and repeatable mass tuning combined with
the possibility to quickly switch between different masses
several times in the course of one measurement.

Water molecules in halide water clusters are attached to the
anion and other water molecules through hydrogen bonds. As
a result, ion-solvent and solvent-solvent interactions in these
clusters can be approximately of the same magnitude. Non-
monotonic dependence of stepwise thermochemical values
on cluster size demonstrates the competition between these
two types of interactions. Such trends were also observed
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Urs Graber, and Bruno R̈utche for help with construction of
various parts of the mass spectrometer.
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